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ABSTRACT

Due to the explosive growth of the Internet andeasing demand for multimedia information on théwedeo
content distribution over the Internet has receitrethendous attention from academic and industhg most common
approach for such is the peer-to-Peer approacthisnapproach, peers who create demand for videsas share their
content with other peers. The service capacity timgseases automatically with increasing peer patph, making
scalability an advantage of the peer-to-peer smiutiut a high speed file downloading is not guaredt So, to remedy
this, a cloud downloading scheme is deployed hawirfmgh service capacity using eye Os. This systeat two design
philosophies using cloud either as a server orreesdo suit itself to any operating system scergriThe server mode
when video population is large compared to cache, sind the helper mode when peer request raighiscompared to
server bandwidth. We design an adaptive algoritAMS) to select the service mode automatically. &b#ity of AMS to

achieve good performance in different operatingmeg is validated by simulation.
KEYWORDS: Cloud Server, File Downloading, Helper, Peer-torP€&leo
INTRODUCTION

Today, with the growth of internet and informati@ehnology there has been considerable increase itrends
of video downloading. The most common approachstah is the peer-peer. In a Peer-Peer contentbdititm system,
peers who create demand for videos also share tigitent with other peers. The service capacitys tincreases
automatically with increasing peer population, magkscalability an advantage of the Peer-Peer solulihe real strength
of Peer-Peer shows when a popular video is dowelhadecause a popular video is downloaded, be@apspular video
is shared by a number of peers and more peerslpgualy higher data rate and higher degree of doauh parallelism,
which further lead to higher data transfer rateerBeequesting unpopular videos often suffer lowvmloading rate.
To remedy this Cloud environment is created usiysg) @s that seeks to enable collaboration and conuation among
users. It is a private-cloud application platfornthwa web-based desktop interface. First, a usaisshis video request to
the cloud server. Videos are splitted into différehunks by using "ffmpeg". So far, people can seand -t to cut the
video chunk out of the input video. But if they wdao cut the video to multiple output chunks, theguld have to start
ffmpeg several times. Then the splitted videodsexd in the server. There are two generic serviodea® for cloud servers.
In the first mode, the cloud server is primarilgdised on serving the content already cached atlolvel storage system.
Requests for content not in the cache are blockétlauch content becomes cached. The cloud stagstem updates its
cache periodically to replace content without refisidoy content with requests waiting. We call tiis server mode.

An alternative mode is the helper mode, in which ¢ttoud server does not block any requests. Farogidhat are not
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cached, the cloud server simply relay chunks femme peers to other peers, acting as a helper peerCloud server
adjusts its strategy periodically by using AMS aition.

Helper mode wastes some server bandwidth, buthess suited, when request load is high. On theiCtland,
server mode is most efficient for dealing with argdeo population relative to the cache size.dde, of these two service
mode was chosen using AMS. By enabling the systemake concurrent video request at a time, theieffcy of the

system was also increased. And the restrictionid@ovsize is also removed.

RELATED WORK

» Peer-Peer Architecture

A peer-to-peer (P2P) network is a type of decemrdland distributed network architecture in whictividual
nodes in the network (callegheers’) act as both suppliers and consumers of resouhtes peer-to-peer network, tasks
(such as searching for files or streaming audi@@jdare shared amongst multiple interconnectedspgko each make a
portion of their resources (such as processing podisk storage or network bandwidth) directly dafalie to other

network participants, without the need for censedi coordination by servers. The architecture désvshin figure 1.
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Figure 1. Peer-Peer Architecture
e Cloud Environment Using Eye OS

A cloud OS simply refers to an operating system dorinterface filled with a complete suite of degkt
applications) that resides on the Web and you @ess to it anytime, anywhere as long as you havénternet
connection. While there are plenty of cloud OS thetre that you can sign up and use for free, thdéght be instances
where you want to have your own dedicated cloud E¥St of all, signing up a free account with thpdrty cloud OS
often means that you have limited file storage epacd all your data are stored in other peoplersese Next, the
connection speed is dependent on the number okagsiers at any time. The more popular the sitiaésslower it will get
when you are using it. If what you want is your osiadicated Web OS that you can use to manage ydimecstuff, and
also to provide an Environment to collaborate withur colleagues/partners, then we can create @oudonment using
eye OS. So high speed video downloading is achiegew cloud downloading with eye Os. The architexis shown in

figure 2.
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Figure 2: Cloud and Peer Network
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CLOUD AND PEER TO PEER NETWORK

Cloud computing has computational and sociologicgdlications. In computational terms cloud compgtis
described as a subset of grid computing concerridthie use of special shared computing resoufemsthisreason it is
described as a hybrid model exploiting computewndts resources, chiefly Internet, enhancing thetuies of the
client/server scheme. From a sociological standpminthe other hand, by delocalizing hardware aftivere resources
cloud computing changes the way the user workse#shl has to interact with the "clouds" on-linestéad of in the
traditional stand-alone mode. Peers will uploaduideo to the cloud server. Videos are splitted idifferent chunks by
using "ffmpeg". Chunks are identified by a progressnumber assigned by the content server. Peganize in an
overlay network and blocks are exchanged amonghbeigpeers. The size of chunk is a key factor ensystem and thus

should be chosen properly. In order to get multqalgout chunks efficiently we use ffmpeg method.
CLOUD DOWNLOAD SCHEME

We are going to implement the two modes by the €lserver namely the server mode and the helper mode
And we will implement the Adaptive mode selectidgaaithm(AMS)based upon that the server will adeptio the

environment and based on that automatically switctihe mode to increase the efficiency /throughput

* Helper Mode

In helper mode cloud server download the entirei@stiwhether video is cached or not. Then it retiges to

other peer who are without these chunks.

e Server Mode

In server mode, any request for a video not cadhddbcked until the cloud storage update. Theefoe have
downloading peer and waiting peer. The downloagiegr will Cache the video in the cloud storage whasrthe waiting

peer has to wait for the cloud storage to get wgaiarchitecture is shown in figure 3
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Figure 3: Helper Mode and Server Mode
* AMS Algorithm

By seeing the strategy, the cloud server has taldeghich mode to select based on AMS algorithnme Tllper
mode wastes the bandwidth because it redistritutgher peers. The server mode wastes the bandiwdthasting the

blocked peers which is not cached in the cloudagi®r The cloud server adjusts its strategy.

Periodically, by running the following Automatic e Selection (AMS) algorithm to determine the mdaie

each video. It is shown in figure 4.
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The AMS Algorithm is Given Below

For Each movie j not in k. do

If the active movie is less than k then
Update cloud storage to add movie by j replacingranvie without request.
n'=n+n

Else

If (n/n"+gn)<nu then

Use helper mode for movie j

n'=n'+an

Else

Keep blocking peers requesting for movie j
End if

End if

End for
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Figure 4: System Design for Video Downloading

The AMS algorithm has to decide based on the pegueast. The bandwidth and efficiency is improved by

selecting the mode and switching between downlapdimd waiting peer by using AMS algorithm.
EVALUATION

»  Throughput under Download Bandwidth

The above sections assume that the only bottlemegldeo downloading is the upload bandwidths @& geer
nodes. Consider a peer nodewith upload bandwidth 8i.. Let its link bandwidth to the content-receivimpger

nodej
The Effective Upload Bandwidth of Nodéecomes

B'i=M MINB
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This effective upload bandwidth can be used in gqoa(l) to obtain the new throughput. When a
content-receiving peer node has download bandwitkks than the throughput given in equation (1)
(which is based only on the upload bandwidths),hsacnode will also be a bottleneck of video dowdlog.

In such scenario, the overall throughput will be thinimum download bandwidth of all the contenteieing peer nodes.

This is because all nodes have to wait for the sdbwode to finish before they can resume delivery.
CONCLUSIONS AND FUTURE WORK

The increasing demand in the multimedia paved a foayhe efficient video downloading so we implertezh
using cloud server. It was found that the servicglehwas found suitable in different scenarios.pdeimode wastes some
server bandwidth, but is best at leveraging P2Ragpwhen request load is high. On the other haadser mode is most
efficient for dealing with large video populatioelative to the cache size. So, one of these twacgemode was chosen
using AMS. By enabling the system to make concuriaeo request at a time, the efficiency of theteyn was also

increased. And the restriction on video size is a¢gsnoved
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